**Week 16&17**

**奇异值分解，流形学习，**

**流形学习：**

**摘要：**我们提出了一个基于面部识别的拉普拉斯脸方法。通过LPP，面部图像被映射到面部一个子空间用于分析。不同于PCA和LDA只能有效观察到面部空间的欧式结构，LP找到了一个嵌入，能保留局部信息，获得能最佳地侦测到必要的面部流形结构的面部子空间。拉普拉斯脸是在面部流形上的Laplace Beltrami算子的特征函数的最佳线性近似。从这个角度看，由光线，面部表情以及姿势的变化导致的不需要的改变可能被消除或削减。理论分析表明PCA,LDA,LPP可以从不同的图模型中获得。我们将拉普拉斯脸和特征脸，Fisherface在三个面部数据集上比较。结果表明拉普拉斯脸在面部识别上提供了更好的表达，达到了更低的错误率。

图嵌入和拓展：降维的统一框架

摘要：提出图嵌入将降维算法统一到一个公共框架中。在图嵌入中，每个算法可以理解成直接的图嵌入，或者是它对于特殊的本质的图的线性/核/张量的拓展，可以描述数据集中特定的几何或统计属性。图嵌入框架可以被当做一个一般的平台，来发展新的降维算法。利用这个平台作为工具，我们提出了新的监督降维算法MFA。MFA有效地克服了LDA由于数据分布假设及可投影方向导致的限制。

介绍：我们提出两个相联系的对于降维的创新点。首先是图嵌入的统一框架，提供了一个统一的视角来理解流行的降维算法。直接图嵌入的目的是将图的每个顶点表达为一个低维向量来保留顶点对之间的相似度，相似度通过相似度矩阵来度量。顶点的向量表达可从图的拉普拉斯矩阵的特征值对应的特征向量获得。

第二点贡献是证明图嵌入框架可以被当做一个一般的平台，来发展新的降维算法。我们用图嵌入来规划一个LDA的变体。LDA的有效性被限制，因为理论上可投影方向的数目比类别数目要少。而且LDA的类判别是基于组内的分散，只有在每个类别的数据是近似高斯分布时才能达到最优，而这点在现实生活中经常不能被满足。

2.2降维的一般框架

PCA寻找方差最大的投影方向，

奇异值分解：

首先，特征值分解：特征值分解可以得到特征值与特征向量，特征值表示的是这个特征到底有多重要，而特征向量表示这个特征是什么。

SVD文章：

对n阶实对称矩阵A，存在正交矩阵V和对角矩阵D，使![](data:image/x-wmf;base64,183GmgAAAAAAAE0HNALsCQAAAACEWwEACQAAA/4AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gBgAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8D91QAAAAAQAAAAtAQAACAAAADIK9AC9BQEAAABUchwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwP3VAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCqABmAIDAAAAVkRWAAgAAAAyCqABWAABAAAAQXYcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAKBf3XP/MAovAAAKAAAAAAAp8D91QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAZABAQAAAD12CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AnrQAigUAAAoA9yxmnvcsZp60AIoFWNkZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)。这里V的列是A的特征向量，并组成了n维空间的一组正交基；D的对角元素是A的特征值。这称为实对称矩阵A的特征值分解。
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矩阵可理解为线性变换。对一个对称矩阵A，变换从n维空间到它自身，V的列向量定义了一组基。当向量被这组基表示时，这个变换根据模和特征值放大一部分，缩小另一部分。而且，这组基是正交的。

现在来看奇异值分解。这个变换从n维空间到m维空间，本质是放大一部分，缩小另一部分，还有可能舍弃一部分，或者添加零元素来解释维度的变化。从这个角度看，奇异值分解就是怎样选择正交基，使得变换能被矩阵以最简单的形式表达出来，也就是对角阵。

选择合适的正交基V使得它的正交性在经过A变换后得以保持。